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EXECUTIVE SUMMARY

In recent years, religious or belief actors (RBAs) have made their voices heard in debates over the ethics of artificial intelligence (AI) and in AI-related policy-making processes aimed at regulating AI development and deployment in accordance with fundamental rights and freedoms. At the same time, RBAs’ interactions with AI technologies increasingly go beyond the voicing of ethical concerns and human rights advocacy in the field of AI governance. To various extents, diverse RBAs employ, adapt, invest in and sometimes contribute to the development of AI. In this way they become agents in the AI lifecycle, often entering into partnerships with other public and private stakeholders.

The manifold interactions of RBAs with AI technologies instantiate a more general phenomenon: the interaction between (non)-religion and various processes of social, technological, legal and political innovation. Building upon the European Commission’s commitment to developing an AI ecosystem characterised by both (scientific and technological) excellence and (justified societal) trust, the actual and potential contributions of RBAs to AI innovation at the technological and governance levels can be spelled out in terms of the key concepts of engagement and agency. From this conceptual basis a series of recommendations ensues. The recommendations, which aim to guide future interactions between RBAs and AI in societally beneficial ways, are addressed to RBAs, policymakers and researchers in the fields of AI and religion.

Regarding the role of RBAs in AI-related policy-making:

− Decision makers designing national and international policy-making processes on AI should enhance existing and/or establish new consultation channels with RBAs.
− Consultations with RBAs should not be limited to high-level leaders, institutionalised actors and formal organisations, but also involve minority actors, women, LGBTQ+ persons and youth within the respective communities.
− Collaboration among different RBAs and between RBAs and other stakeholders, both governmental and non-governmental, should be strengthened with the aim of enhancing policies and advocacy on the ethics and governance of AI, in particular with regard to the protection of sensitive data and the prevention of bias and discrimination.
− RBAs should be heard not only regarding their assessments of the ethical implications of AI, but also as stakeholders in, and contributors to, the AI innovation life cycle.
Regarding religious literacy and AI literacy:

- Governmental and non-governmental actors should promote initiatives aimed at enhancing religious literacy and awareness of (non)-religious diversity among policy-makers, AI developers, businesses and other stakeholders.

- Conversely, AI-literacy among RBAs should be fostered because RBAs might use AI-involving technologies without being fully aware of the opportunities such technologies offer or the risks they pose.

- RBAs should be encouraged to consider how their interactions with AI-technologies often go beyond ethics or human rights advocacy. Processes of critical reflection upon, and taking stock of, RBAs’ diverse involvements with AI technologies should be promoted.

- RBAs should consider taking on the responsibility to act as (formal or informal) educators on AI in their communities, promoting the responsible use of digital technologies and raising awareness of the ethical and social implications of AI according to shared values of freedom, dignity, equality and respect.

Regarding research and knowledge production:

- Strengthening the evidence base on how RBAs engage with AI can contribute to shaping future AI research, development and deployment in beneficial, responsible and trustworthy ways.

- Future research should address a series of so far under-researched issues, including but not limited to:
  - RBAs’ use of AI-involving technologies;
  - RBAs-related (mis)use of data-driven surveillance mechanisms;
  - RBAs’ contributions (and resistance) to the design, development and implementation of trustworthy AI;
  - AI-related collaborations and partnerships among RBAs as well as between RBAs and other civil society actors;
  - RBAs-related implications of AI for different areas of sustainable development such as health, child protection, economy and social cohesion;
  - data-driven approaches to studying religion and belief.
INTRODUCTION

Great hopes and expectations are placed on artificial intelligence (AI) technologies, and large amounts of money are invested in AI research and development both by governments and private actors. AI is widely regarded as having the potential to radically transform the lives of individuals, groups and societies for the better. Moreover, many expect that AI technologies will play a decisive role in mitigating the destructive impact of climate change on the biosphere, providing us with important tools for achieving the Sustainable Development Goals (SDGs) and shaping the post-2030 Agenda. For instance, they may help predict and tackle some of the effects of climate change on ecosystems and habitats, improve agriculture, support the eradication of hunger, and increase the quality of people’s health.

At the same time, the widespread use of AI systems raises a number of concerns. Existing AI technologies exhibit several features that pose serious threats to the protection of the fundamental rights of individuals and groups – including religious or belief citizens and communities. Such features include the opacity, unpredictability, bias and partially autonomous behaviours of AI systems. It is for this reason that political institutions – including national governments, EU bodies and international organisations – have started to develop guidelines and regulations for the development of ethically legitimate AI technologies.

While policy actions are increasingly directed towards clear and feasible solutions that strike an evidence-based and legitimate balance between the opportunities and challenges posed by AI technologies, academic debates regarding the interaction between...
religion and AI often engage with either AI-utopian or AI-dystopian scenarios. The discussion focuses either on transhumanist ideas concerning ‘singularity’ and technology-driven human enhancement or on apocalyptic visions of individuals and societies entirely subdued by malicious and omnipotent AI agents. Yet, while such hypothetical narratives are certainly interesting in their own right, what they depict is far removed from the actual capabilities of today’s AI-powered agents and the scientific knowledge that drives them, as well as from the challenges related to AI factual implementation in society.

More pressing is the task of exploring how religious or belief actors are involved in the use and development of AI technologies, both in their practices and through their participation in debates and policy-making processes. As social actors who often enjoy a high degree of trust and societal embeddedness, they are (both as a matter of fact and potentially) important interlocutors for researchers and policy-makers alike when it comes to understanding the ways in which the development and regulation of AI can serve the needs of local communities, address the risks and limitations of current technologies, and make AI a meaningful component of the global effort for sustainable development.

This paper is an attempt to facilitate dialogue and cooperation between religious or belief actors and other stakeholders in the area of AI technologies. In the first section (Process), we present the steps leading to the conceptualisation and formulation of this paper. Building on our previous work on religion and innovation, the second section (Background) presents our conceptual framework, clarifies the adopted terminology and defines the paper’s scope and main objectives. The third section (Engagement) offers an overview of the actual and potential engagement of religious or belief actors with AI, with ‘engagement’ understood both in terms of partnership with other stakeholders in the area of AI technologies and participation in processes that shape AI development, use and regulation. The fourth section (Agency) delineates the actual and potential space for action of religious or belief actors in all phases of the life cycle of AI with a view to highlighting and strengthening their agency.

We conclude with a set of recommendations centred around the idea that constructive dialogue among different stakeholders requires mutual learning and understanding, contextualisation and diversification in AI development. We suggest that the AI agency of religious or belief actors should be acknowledged and strengthened.

The appendix contains a list of relevant documents from our Center, as well as a list of consulted actors, experts and organisations.

---

6 The term ‘singularity’ is commonly used to refer to a hypothetical point in time when AI systems will have outperformed human intelligence not just within specific domains – as is already the case today – but across the board.
1. THE PROCESS

The present paper has developed out of six years of action research at the Center for Religious Studies of Fondazione Bruno Kessler (FBK-ISR). The process leading up to it was initiated in 2016 by the adoption of FBK-ISR’s mission of advancing the critical understanding of the multi-faceted relationship between religion and innovation and exploring ways to improve their interaction in contemporary societies. The mission statement was then operationalised in the Center’s strategic plans for 2016-2018 and, with a focus on the interactions between religion and AI, for 2019-2021. The 2019-2021 “Religion and innovation. Gearing up for the AI revolution” strategic plan was motivated by the awareness that AI technologies are in the process of changing the workings of human societies, an awareness that also grounds FBK’s 2018-2027 overall strategy “Future Built on Artificial Intelligence”.

FBK-ISR’s mission was further articulated in the 2019 position paper “Religion and Innovation: Calibrating Research Approaches and Suggesting Strategies for a Fruitful Interaction”, which framed our tri-dimensional, triangular understanding of the interaction between religion and innovation and contextualised the Center’s work on religion and innovation with a view to the agency of religious or belief actors in the pursuit of the United Nations 2030 Agenda for Sustainable Development. Our position paper proposed 11 recommendations addressed to researchers, policy-makers, journalists, private and public actors whose work (sometimes unwittingly) engages with the relation between religion and innovation.

Between 2018 and 2019 we held the workshop and lecture series “Religion and Innovation” which brought together scholars of religion and digital culture with researchers in social innovation, semiotics, media and legal studies. Following up on this initiative,

---

from September 2020 until April 2021 we hosted the webinar series “Artificial Intelligence and Religion: AIR2020/21”, co-organised with FBK’s Centers working in the field of information and communication technology14. The biweekly webinars explored current interactions between research and innovation in artificial intelligence (AI) on the one hand, religious communities, institutions, practices, precepts, beliefs, and rites on the other. The series included talks of renowned speakers from AI, religious studies, anthropology, economics, legal studies, philosophy, and sociology. Its multidisciplinarity brought the richness and complexity of the research topic ‘AI and Religion’ into full relief, highlighting the role of religious vocabulary in popular AI narratives and techno-utopian or dystopian visions of the future of humanity, the involvement of religious actors in shaping current debates over AI governance, the impact of AI technologies on freedom of religion or belief, the value alignment problem for AI with regard to religiously grounded values, as well as the use of big data in research on religion, belief and society.

Alongside our focus on academic research, we have contributed to debates over AI governance and policies. In 2020 the Center participated in the public consultation on the White Paper “Artificial Intelligence: A European Approach to Excellence and Trust”, launched by the European Commission on 19 February 2020, and the UNESCO public consultation on the ethics of AI. The preparation of our response paper to the EU consultation, “Engaging Religious and Belief Actors in the European Approach to Artificial Intelligence”, involved extensive exchanges with religious or belief actors, representatives of EU institutions, AI entrepreneurs and academics working in the study of contemporary forms of religion15. In addition to the response paper, FBK-ISR has produced two reports: “Religious or Belief Actors and the European Commission’s White Paper on Artificial Intelligence”16 authored by Margherita Galassini and, relatedly, “Mapping Religious Nones in 112 Countries: An Overview of European Values Study and World Values Survey Data (1981-2020)”17 authored by Dominik Balazka.

14 Please see https://air2020.fbk.eu for a documentation of the series, including links to videos of all episodes.
The drafting of the present paper has benefitted from a second round of consultations with religious or belief actors and experts in the fields of religion and AI (see the list of consulted actors and experts in the appendix) as well as from our active research EU funded projects (DIG4FUTURE, INGRID, PROTECTOR, etc.) and the research and action of FBK as a whole.
2. KEY CONCEPTS AND DEFINITIONS

The first part of this section presents some key working definitions, in particular for ‘AI’, ‘religious or belief actors’, ‘engagement’ and ‘excellence and trust in AI’ (2.1). The second part delineates key methodological considerations about bias in the fields of big data and artificial intelligence (2.2). In the third part we elaborate on our conceptual framework around the interaction between religion and innovation, explaining how we apply our triangular model to AI, religion and belief (2.3).

2.1 Working Definitions

2.1.1 Who are Religious or Belief Actors

Our use of the expression ‘religious or belief actors’ draws upon the adoption of the expression ‘religious or belief communities’ by the Office for Democratic Institutions and Human Rights (ODIHR) of the Organization for Security and Co-operation in Europe (OSCE) in its work on freedom of religion or belief\(^\text{18}\). We adopt the term ‘actors’ instead of ‘communities’ in order to highlight and strengthen their agency (see FBK_ISR 2019a and 2020).

Also according to the ODIHR-OSCE, and international human rights law more generally, our understanding of ‘religious or belief actors’ is “not limited in its application to traditional religions and beliefs or to religions and beliefs with institutional characteristics or practices analogous to those traditional views”\(^\text{19}\). Covering “theistic, non-theistic and atheistic beliefs”\(^\text{20}\), it allows us to take a wide range of actors into consideration, including but not limited to: religious leaders, authorities and community members (high-level religious leaders as well as lay leaders, women and youth groups within religious communities etc.) as well as local, national and international faith and/or belief-based organisations.

While this account of religious or belief actors may be open to criticism in view of how it uses the term ‘religion’\(^\text{21}\) and with regard to the inclusion of expressly atheistic, agnostic

---

\(^{18}\) Marco Ventura, the director of our Center from 2016 to 2021, in the same period was a member of the panel of experts on freedom of religion or belief of ODIHR/OSCE.


\(^{20}\) Ibidem.

or nonreligious actors\textsuperscript{22}, it is in line with relevant international policy documents\textsuperscript{23}. Appealing to this established usage, we employ the term in a non-essentialist and inclusive way and encourage the involvement of minority religious groups as well as non- and weakly-institutionalised religious or belief actors in policy-making processes around AI. Henceforth, we will use “RBAs” as shorthand for “religious or belief actors”.

2.1.2 How we use the Term ‘Artificial Intelligence’

We use ‘artificial intelligence’ as an umbrella-term to refer to a range of different but interrelated and functionally overlapping digital technologies, including systems for automated reasoning and planning, machine learning, machine translation, conversation, machine (sensory) perception and motion. What these diverse technologies have in common is that they contribute to the development of artificial agents: software agents or, in the case of robots, embodied agents that are able to gather and respond to stimuli (data), learn from their environments, perform tasks, produce outputs, and achieve goals in (instrumentally) rational ways. Overall, we adopt the definition of artificial intelligence suggested in 2019 by the European Commission’s High-Level Expert Group on AI:

“Artificial intelligence (AI) systems are software (and possibly also hardware) systems designed by humans that, given a complex goal, act in the physical or digital dimension by perceiving their environment through data acquisition, interpreting the collected structured or unstructured data, reasoning on the knowledge, or processing the information, derived from this data and deciding the best action(s) to take to achieve the given goal”\textsuperscript{24}.

Examples of AI systems being employed today include systems for automated stock trading, biometric recognition of individuals, playing chess, recidivism forecasting, predictive policing, medical image analysis, content moderation on social media platforms,

---


personalised advertising, credit card fraud detection, conversation and automated translation. The systems employed for these tasks are narrow – as opposed to general – AI systems in that they are highly domain-specific and thus not comparable to the versatile and flexible intelligence of human beings. However, within the narrow confines of the tasks for which they are programmed, they often outperform human agents in accuracy and speed. Such performance may be ethically problematic if biases are embedded in the training data, as illustrated in the next section.

Technological innovation can occur in response to societal needs and challenges. Conversely, processes of social and cultural innovation can be triggered by the uptake and diffusion of novel technologies. Innovations in AI are therefore often inextricably linked to the social contexts in which they are envisaged, realised and adopted: they gain their societal, political and economic significance within the social fabric, including its religious components25.

For this reason, we deliberately use the expression ‘artificial intelligence’ in a broad sense which, in addition to denoting the various technologies mentioned above, also covers the manifold narratives, interpretations and imageries of AI which circulate in public debates and popular culture and contribute to shaping perceptions of, and attitudes towards, AI technologies in societies.

2.1.3 How we use the Term ‘Engagement’

We use the term ‘engagement’ in two ways. First, as ‘partnership’, to describe how RBAs and other stakeholders collaborate in the field of AI; second, as ‘participation’, referring to the various ways in which RBAs participate in shaping and using AI-based technologies. The second meaning is intended to cover the following aspects, in line with our understanding of AI as described above:

- adoption and deployment of AI-involving technologies in religious practices, for communication purposes and outreach,
- participation in public debates on AI ethics, regulation and policies,
- contribution to the development of AI-involving technologies,
- interpretations of the significance, meaning and societal impact of AI-involving technologies,
- education and training in the field of AI literacy and, more generally, digital literacy.

Our use of ‘engagement’ thus encompasses the diverse ways in which the term has been used in debates and policies around the societal roles of RBAs with regard to, e.g.,

interreligious dialogue and collaboration aimed at sustaining peace\textsuperscript{26}, religious actors’ contributions to humanitarian interventions\textsuperscript{27} and to development work in general\textsuperscript{28}.

2.1.4 How we use the Terms ‘Excellence’ and ‘Trust’

Throughout this paper a key point of reference is the European Union framework on human-centric AI, in particular its core-idea of an ‘ecosystem of excellence and trust in AI’\textsuperscript{29}. However, our ambition is to make sense beyond the European Union and Europe itself. Against the backdrop of the Center’s and, more generally, Bruno Kessler Foundation’s long-standing involvement in European AI-related research and innovation, we acknowledge the international value of the EC’s two-pronged model, which emphasises the need for an effort both at the level of trust (ethics, regulation, law) and at the level of excellence (research and innovation; business).

At the same time, our participation in international debates on AI and religion (see section 1) has convinced us that a global and inclusive approach can help question and potentially improve the European framework. Thus, in sections 3 and 4, we discuss examples that are not confined to the European context, but are key to developing a better understanding of the actual and potential roles played by RBAs in the field of AI.

2.2 Big Data and Bias

Today, one of the main resources fueling the development of AI is the widespread availability of large and unstructured data collections – known as big data\textsuperscript{30} – used to train advanced algorithms and build complex models. To learn, AI relies on the availability of


a massive and constantly growing amount of data generated online. However, the characteristics of these training datasets can have severe social consequences. For this reason, a careful reflection about an ethical use of AI in contemporary societies requires also a critical understanding of big data. It is not by accident that in its white paper on AI, the European Commission confirms the will to pursue “a coordinated European approach on the human and ethical implications of AI as well as a reflection on the better use of big data for innovation”\(^\text{31}\). From nowcasting to algorithmic decision-making, from medical applications to leisure, the increased availability of large data collections is profoundly influencing society. It is sufficient to think, for example, about the role that contact-tracing technologies and human movement data are playing in the containment of the COVID-19 pandemic\(^\text{32}\).

However, when the data used to train AI is biased, there is the risk of replicating pre-existing social issues in a digital form\(^\text{33}\). Due to algorithmic opacity and limited access, the task to promptly identify problematic outcomes is far from trivial. Over the years, researchers have assessed the existence of biases based on geographical origin\(^\text{34}\), gender and ethnicity\(^\text{35}\), and age\(^\text{36}\). Other studies lament, for example, the lack of coverage of transgender and non-binary subjects in training data\(^\text{37}\).

Despite the scientific community’s awareness of these limitations, the challenge they pose is still unsolved. Indeed, among specific sub-groups of the general population the possibility of being underrepresented, misrepresented or not represented in the data


used to shape the intelligence of systems increasingly governing our everyday life is real\(^3\). Religious and non-religious identities play an important part in the unfolding of today’s social tensions. According to a report published by the Pew Research Center\(^3\) in 2016 social hostilities involving religion were classified as either “high” or “very high” in 54 countries. This number rises to 88 when also a “moderate” level of hostility is considered. Similarly, the latest report of Humanists International\(^4\) claims that, as far as freedom of expression is concerned, non-religious subjects encounter “grave” or “severe” discrimination in 69 countries around the world.

While gender, age, geographical origin, ethnicity, and other characteristics of the population occupy a relevant role in the ongoing debate on AI ethics, very little is known about potential biases related to religious and non-religious worldviews. More research is therefore necessary to assess whether, to what extent, and under which conditions these characteristics do or do not affect the outcomes of algorithms. On one side, this presupposes a critical assessment of the position occupied by RBAs within the training datasets. On the other, following the growth of non-religious preferences in Europe\(^5\) it requires a broader understanding of the very notion of belief. In other words, data needs to be problematized. Adopting the metaphor of “broken data”\(^6\) datasets can be conceptualized as standing in need of critical evaluation, processing and repair. Since political actors, journalists, and other data outsiders tend to rely on an inflated understanding of data quality\(^7\) this conceptual transition paves the way for a more realistic and more attentive approach to the problem. As Sara Hooker rightly points out\(^8\), bias can occur at any stage of the process. In fact, data is not the only source of bias. In this sense, it is important to keep in mind that by itself better data is not sufficient to guar-

\(^3\) B. Lepri et al., *Fair, Transparent, and Accountable Algorithmic Decision-making Processes: The Premise, the Proposed Solutions, and the Open Challenges*, in “Philosophy and Technology”, 31, 2018, 4, pp. 611-627.


\(^7\) J. Baldwin-Philippi, *Data Ops, Objectivity, and Outsiders: Journalistic Coverage of Data Campaigning*, in “Political Communication”, 37, 2020, 4, pp. 468-487.

antee a fair outcome. Nevertheless, building better rather than just bigger training datasets is one of the necessary steps forward on the way towards trust and excellence in AI, in Europe and beyond.

From this perspective, to build an “ecosystem of trust” and an “ecosystem of excellence”\(^4\) is, among other things, a way to embed fairness in the algorithmic processes surrounding us. However, fairness requires a culture of transparency and accountability. This necessity is further reinforced by the private nature of big data. Largely concentrated in the hands of a small number of private companies, big data has considerably reshaped the power dynamics involved in the process of knowledge discovery\(^4\). The problem at hand is not just how to actually establish a virtuous circle of trust and excellence, but also how to preserve it in the long run. The ability of political actors to define a normative framework capable of promoting the critical understanding of data, transparent and comprehensive evaluation processes, and fair outcomes will be crucial. Regarding RBAs, this requires a deeper understanding of the interplay of various political, technological and socio-cultural factors mediating the relationship between AI and this peculiar type of userbase.

### 2.3 Religion and Innovation

Our approach in this paper is guided by the idea that interactions between religion and AI can be usefully understood as instantiating a more general phenomenon, i.e., the interaction between religion and various processes of innovation. We thus build upon the conceptual framework on religion and innovation presented in our 2019 position paper\(^4\) and further developed in subsequent work\(^4\). Based on a broad understanding of innovation which covers social, cultural, political, legal, economic, business and technological transformation processes, and appealing to an inclusive, non-essentialist, understanding of religion or belief (see sec. 2.1.1 above), we distinguish between three aspects of the interaction between religion and innovation:

- **Innovation in Religion**: this concerns the ways in which RBAs adopt, employ, practice, interpret and assess innovation within their diverse religious frameworks.

---


Religion in Innovation: this refers to the ways in which RBAs contribute to various innovation processes in the society at large, i.e., to the agency of RBAs within social, economic, technological etc. innovation.

Religion of Innovation: this denotes the various ways in which (technological, social, cultural etc.) innovation has itself turned into a field of practice and belief that resembles religious patterns, including firm beliefs, rites and community bonds.

Fig. 1: The triangle of religion and innovation.

The threefold conceptual framework can be straightforwardly adapted to the case of religion and (innovation in the field of) AI:

Fig. 2: The triangle of religion and AI.
The angle *AI in Religion* regards the manifold ways in which religious communities and, more generally, RBAs interact with AI-involving technologies in their life and for their purposes.

*Religion in AI* is about the ways in which RBAs shape the development of AI technologies and, more generally, contribute to the creation and dissemination of knowledge and awareness of AI – be it through participation in debates over AI governance and ethics, financial investments in AI-involving technologies or, more directly, by contributing to the development of AI systems which respond to the specific needs of RBAs (see below sections on engagement and agency).

The angle *Religion of AI* of our model finally regards the ways in which AI technologies are serving as screens for the projection of religious or quasi-religious hopes, fears, beliefs and practices, as can be witnessed in influential techno-utopian or techno-dystopian ideologies such as transhumanism or dataism⁴⁹.

As in the case of religion and innovation, we do not intend the distinction between the three aspects of the interaction between religion and AI as a neat and clear-cut categorization. The three aspects can and do overlap in any given context. Moreover, they can be interrelated through motivational and causal links. If, for instance, RBAs set up educational programmes for young people that aim at creating AI literacy (*Religion in AI*), and if they drive older generations towards a safe AI transition, then this may lead to a more informed and competent employment of AI-technologies by RBAs in the medium or long term (*AI in Religion*). Conversely, if RBAs adopt and employ existing AI systems (*AI in Religion*), then the experience and analysis of the limits or shortcomings of those systems as tools for enhancing the actors’ agency may lead to an active contribution to the development and design of new systems which are more apt to their purposes, needs and values (*Religion in AI*).

We thus propose the threefold distinction as an analytical tool which can help comprehend the different kinds of engagement of RBAs with AI technologies and with other AI actors in a way that is both differentiated enough to do justice to the complexity of the relevant phenomena and integrated enough to provide a holistic view. At the same time, we see the triangle as a useful tool to guide strategies for the engagement of religion or belief actors with partners (engagement as partnership) and with AI technologies (engagement as participation).

---

3. THE ENGAGEMENT

In this section, we use the term ‘engagement’ to describe the relationship between AI technologies, AI stakeholders and RBAs. As explained in section 2, first, we consider engagement as partnership among different actors, i.e. we look at how RBAs collaborate with other, governmental and non-governmental, stakeholders in the field of AI technologies (3.1).

Since research on these types of engagement is still scarce, and because we understand technological development as part of a wider development framework\(^{50}\), we draw on the literature on religious engagement in the field of sustainable development\(^{51}\).

Then we focus on engagement as participation, i.e., we examine the different ways in which RBAs engage with AI technology design, development, implementation, education etc. through the analysis of different sources and examples (3.2)\(^{52}\).

While providing a descriptive frame of reference, the term “engagement” is also meant to express a policy-oriented invitation to awareness and mobilisation. If mutual engagement of RBAs and AI partners, as well as RBAs’ engagement with AI technology, are undoubtedly already a reality, they also need to be further acknowledged, recognised and developed.

Continuing on this line of reasoning, section 4 will emphasise the agency of RBAs as a space for action that these actors need to be aware of and responsible for. At the same time, governments and AI stakeholders in general need to acknowledge and encourage the agency of RBAs in appropriate ways.

---


\(^{52}\) Here we draw on the use of the term ‘engagement’ to highlight the need for more and better interaction between RBAs and policy makers and stakeholders in the context of the joint effort for sustainable development and the advancement of human rights, and freedom of religion or belief in particular: F. Petito - M.T. Scott, Encounter, Dialogue, and Knowledge: Italy as a Special Case of Religious Engagement in Foreign Policy, in “The Review of Faith & International Affairs”, 13, 2015, 2, pp. 40-51.
3.1. Engaging with Partners

One point frequently emphasised in the literature on partnerships with RBAs in development work is that these actors are particularly valuable because of their embeddedness in local communities. As Marshall\(^{53}\) summarises, RBAs often enjoy the trust of community members. They are active in delivering services such as healthcare and education, can mobilise networks and direct funding towards goals of common interest, including the support of the most vulnerable groups. Furthermore, the involvement of RBAs is key to the pursuit of a differentiated and context-sensitive approach to development, for different cultures in different geographical areas.\(^{54}\)

Research has also indicated problematic aspects in partnerships between religious and non-religious actors. For instance, RBAs have sometimes been engaged in ways that


can be described as merely instrumental to the pursuit of agendas which, ultimately, threaten their diversity and autonomy. Partnerships with RBAs have also been reported as potentially aggravating inequalities within religious communities by placing too much weight on religious leadership, which is often male. Moreover, there have been debates around RBAs’ (perceived) attempts at proselytising and pushing their own political agendas through development partnerships.

To clarify our understanding of ‘engagement as partnership’ between RBAs and other stakeholders, we refer to Haustein and Tomalin who, with regard to the SDGs framework, claim that there is a need to consider local civil society actors in general, and religious actors in particular, as legitimate development partners, in the interest of a “stronger commitment to a radical democracy of sustainable development that can still signify a common cause and aspiration for a better future even when disagreements and differences in the values, trajectories, and measurements of development come to the fore.” Thus, as illustrated in Figure 4, we see collaboration between RBAs and other actors as a two-way process, in which different material and immaterial resources (financial assets, networks, knowledge, influence and trust within communities) are mobilised by different stakeholders.

Fig. 4: The bidirectional nature of engagement as partnership.

---


If ‘engagement as partnership’ is of high value in development in general, it is also key to building and sustaining AI systems that can serve the needs of local communities and for which a sense of ownership and trust can be developed. RBAs of different traditions are already working in this direction by actively engaging other stakeholders in the field of AI, including (inter)governmental actors and businesses. Such initiatives are often directed at the development and distribution of tools that allow for customised, remote and digitalised religious practices. Yet the actual and potential involvement of RBAs with AI can go beyond narrowly defined religious practices. A clear example is the fact that RBAs are beginning to create partnerships with civil society actors, (inter)governmental institutions and businesses at the level of advocacy and policy-making. In this vein,

- the Pontifical Academy for Life of the Roman Catholic Church has partnered with IBM, Microsoft, the Italian Ministry of Innovation and FAO in signing the “Rome Call for AI Ethics”;
- there are ongoing efforts to build interreligious partnerships and alliances with non-religious actors to promote awareness of the risks posed by the use of AI in automated warfare, protect the right to privacy and safeguard communication rights in general;
- RBAs have entered into a dialogue on AI technologies with the European Union by participating in the European Commission’s public consultation on the 2020 White Paper on AI as well as the Dialogue with churches, religious associations or communities, philosophical and non-confessional organisations on “Artificial Intelligence: Ethical Concerns” promoted by the European Parliament.

---


64 https://waccglobal.org/what-you-need-to-know-about-ai-and-your-communication-rights.

65 In her report for FBK-ISR, M. Galassini presents and analysis of the contributions of RBAs to the White Paper consultation, https://isr.fbk.eu/wp-content/uploads/2021/03/Religious_or_Belief_Actors_and_the_European_Commission_s_White_Paper_on_Artificial_Intelligence.pdf.

While such initiatives often have limited impact and/or are perceived as socially conservative efforts, we will argue in section 4 that the European framework on human-centric AI, though failing to adequately address some aspects of the engagement of civil society in general, and RBAs in particular, does provide a starting point for reflecting on a more nuanced, more agency-focused engagement of RBAs as legitimate and key partners in the development of AI technologies, in Europe and beyond.

3.2 Engaging with AI Technologies

Research concerning this field has mostly focused on how RBAs use AI technologies in their activities at individual and collective levels. In fact, RBAs do not represent an exception to the digitalisation trend that has characterised the last decades. A growing number of AI-based tools facilitate the participation of groups or individuals in virtual gatherings, remote observance and other rituals. Several RBAs are experimenting the use of AI-involving technologies in preserving and disseminating their scriptural and cultural heritage. Furthermore, researchers are beginning to employ AI- and data-driven technologies in the study of (non)-religion.

In the context of orthopraxis, i.e., the correct execution of practices and rituals, AI-involving tools, often developed and marketed in collaboration with private businesses, are gaining acceptance. This is the case for prayer or devotional apps which assist individuals in tracking their spiritual lives or help with the right way to engage in prayers or rituals like Ramadan or Shabbat observance. There are attempts to build AI-powered robots to respond to community members’ specific needs. For instance, the humanoid robot Veldan is programmed to teach Quranic prayers to children, while the theomorphic robot SanTO helps elderly Catholics in reciting their daily prayers.

AI-powered robots are also used in daily temple practices such as funerals, as in the case

---

67 See, for example, Apostolato Digitale: https://www.apostolatodigitale.it.


of the robot Buddhist monk Pepper\textsuperscript{74}. They can function as spiritual authorities, as in
the case of Mindar, a robot programmed to give a daily sermon from the Heart Sutra,
and support other mechanical tasks in rituals, as in the case of the aarti Hindu ritual
performed by a mechanic arm\textsuperscript{75}. Moreover, robots have been entrusted with blessing
rituals, as in the case of the Bless U-2 robot, which so far has offered its services to
more than 10,000 people from all over the world\textsuperscript{76}.

Other significant examples regard the ways in which today’s digital communication
tools have enabled ceremonies and observances to be streamed online. As in other
fields, the COVID-19 pandemic has led to an increase in the use of tools that have AI
components for remote religious or belief practices\textsuperscript{77}. Religious or belief-motivated
technological interactions of this kind are leading to the creation of new community
figures and professional profiles, such as online missionaries and spiritual coaches, in
addition to consolidating the standing of virtual churches which enable the online par-
ticipation of believers who cannot attend in-person events.

A further example is the use of AI-driven facial recognition technologies (FRTs) to trace
community members’ attendance to religious gatherings\textsuperscript{78}.

Education is also a key domain for engagement as participation. The benefits of a wide
range of AI applications on education are increasingly recognised, from personalised
tutoring and facilitated student/tutor matching systems to educational chatbots or vir-
tual reality simulations\textsuperscript{79}. The role of RBAs in the innovation and implementation of
these tools seems to be gaining ground. Emerging work on the intersection between
education studies and science and technology studies indicates the potential of this
domain reporting, for example, positive effects of the use of robots in teaching per-
ceived by Iranian students attending Islamic courses\textsuperscript{80}. Another relevant example is the
wide acceptance among Christian groups in Vietnam, of the adoption of AI applications
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in religious education\textsuperscript{81}. Moreover, RBAs’ educational activities can offer training to members of their communities, including children and youth, on technical as well as ethical aspects of AI\textsuperscript{82}. In the light of these and similar findings it can be expected that the spectrum of involvement of RBAs in the use of AI-based technologies in the educational field could become broader and more pronounced in the near future. This would in turn contribute to combining technological and religious education and thus counteract the increasing separation of knowledge on religion and culture from knowledge on science and technology\textsuperscript{83}.

### 3.3 Engaging Issues

RBAs also have a role to play in creating a more nuanced understanding of AI technologies and their implications for societies and the environment\textsuperscript{84}. Some leading initiatives highlight ways in which members of diverse traditions and communities can provide important insights into the values and principles that can underpin the development, implementation and regulation of AI technologies\textsuperscript{85}. Some of these insights are included in documents such as the German Protestant Church’s “10 Commandments for the Digital Age”\textsuperscript{86} and the “Vienna Manifesto for Digital Humanism”\textsuperscript{87}. Crucially, contributions from non-Christian RBAs, e.g. the “Indigenous Protocol and AI Position Paper”\textsuperscript{88}, Yaqub Chaudhary’s Muslim perspective on the ethics of digital technologies\textsuperscript{89},

\footnotesize{\textsuperscript{81} K. Tran - T. Nguyen, Preliminary Research on the Social Attitudes toward the AI’s Involved Christian Education in Vietnam: Promoting AI Technology for Religious Education, in “Religions”, 2021, 12, 208. \\
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Hongladarom’s views on Buddhist ethics of AI and robotics\textsuperscript{90}, and Zvi Harry Rappaport’s reflections on Jewish ethical perspectives on robotics and AI\textsuperscript{91} effectively respond to the need to decolonize our understanding of AI\textsuperscript{92}.

The engagement of RBAs vis-à-vis critical aspects of AI regards, for instance, issues concerning privacy and the exposure of sensitive data, human rights breaches connected to surveillance, and the societally divisive phenomenon of hate speech.

Religious minorities have become targets of AI-based surveillance mechanisms, as in the case of the Uyghurs in Xinjiang and other religious groups in China\textsuperscript{93}. They are often victims of hate speech and scapegoating through digital media, phenomena that have become more frequent during the COVID-19 pandemic\textsuperscript{94}. However, it must not be ignored that this also concerns non-religious minorities, as can be witnessed by the misuse of digital technologies against atheists in Arab countries. In fact, in 2016 several Facebook accounts of Arab atheists were shut down\textsuperscript{95}. Interestingly, recent studies have shown that religious or belief communities might be specifically targeted by disinformation campaigns\textsuperscript{96}.

At the same time, religious or belief groups have contributed to the spread of hate speech, conspiracy theories and disinformation through social media, including on COVID-19 vaccination\textsuperscript{97}.

There have been calls to increase collaborations with RBAs in initiatives aimed at countering online hate speech and discrimination\textsuperscript{98}. One example in this field is the AHA!
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(Awareness with Human Action) project\textsuperscript{99}, funded by the European Union, and implemented by a consortium that includes the Network of Religious and Traditional Peacemakers, World Faiths Development Dialogue (WFDD), Islamic Relief Worldwide (IRW) and the King Abdullah bin Abdulaziz International Centre for Interreligious and Intercultural Dialogue (KAICIID). The project aims at preventing conflict in South Asia by tackling stigmatisation, discrimination and hate speech against minority groups, “primarily targeting religious leaders, and women and youth leaders as community influencers”\textsuperscript{100}. Similarly, in Germany, Wir Sind Paten, an initiative connected to the Central Council of Muslims in Germany, organises blogger workshops\textsuperscript{101} for youth with and without a migrant background to counter the spread of hate speech and fake news.

Still with regard to engagement as partnership and participation in the areas of monitoring surveillance and combating hate speech, some RBAs address discrimination in the field of AI systems development and, more broadly, in the tech industry. For example, they contribute to the diversification of AI developers by providing marginalised groups, including members of religious minorities\textsuperscript{102}, with training opportunities in coding and other IT skills\textsuperscript{103}. This responds to UNESCO’s recommendation to take “into consideration the specific needs of different age groups, cultural systems, different language groups, persons with disabilities, girls and women, and disadvantaged, marginalized and vulnerable populations”\textsuperscript{104}. Moreover, some RBAs actively seek ways to use AI technologies to respond to global and local challenges. For instance, Finn Church Aid is exploring the potential of blockchain to make cash distributions for refugees more cost effective, transparent and trustworthy\textsuperscript{105}. Similarly, Islamic Relief is developing ways to use digital technologies to support the inclusion of people with disabilities\textsuperscript{106}. Some RBAs organise hackathons to find innovative ways to tackle global and/or local issues and to promote investments and collaboration with research institutions and businesses, with a special focus on youth participation\textsuperscript{107}. In September 2021, a conference hosted by the World Council of Churches and the World Association for Christian

\textsuperscript{100} Ibidem.
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Communication brought together different actors to reflect on the ways in which AI and other digital technologies can provide opportunities for RBAs and other stakeholders to foster inclusion and social justice\textsuperscript{108}. Another telling example is the blog and podcast initiative \texttt{allthingsnew.tech}, which engages entrepreneurs, technologists and innovators in conversations about how their work relates to Christian teachings\textsuperscript{109}.

\textbf{Fig. 5: The multiple dimensions of ‘engagement as participation’}.


\textsuperscript{109} https://allthingsnew.tech.
4. AGENCY

This section analyses RBAs’ engagement in terms of agency throughout the AI life-cycle, from design to application. As anticipated, we will take the European Union framework on human-centric AI based on an ‘ecosystem of excellence and trust in AI’ as our reference, for Europe and beyond.

The examples and considerations presented in the preceding section on engagement justify the conclusion that, as far as AI is concerned, RBAs should not be relegated to the role of end-users or merely subsumed under the category of ‘members of the wider society’. Rather, there are good reasons for considering them key stakeholders and potential or actual agents throughout the AI life-cycle. Sub-Section 4.1 looks at the role of RBAs in building an ecosystem of trust, whereas sub-Section 4.2 focuses on their role in building an ecosystem of excellence in AI.

4.1 Religious or Belief Actors’ Role in Building an Ecosystem of Trust

In 2019, the EU High-Level Expert Group on AI issued the “Ethics guidelines for trustworthy AI.” The Guidelines identify seven requirements for achieving trustworthy AI:

1. human agency and oversight – including fundamental rights;
2. technical robustness and safety – including resilience to attack and security, fallback plan and general safety, accuracy, reliability and reproducibility;
3. privacy and data governance – including respect for privacy, quality and integrity of data, and access to data;
4. transparency – including traceability, explainability and communication;
5. diversity, non-discrimination and fairness – including the avoidance of unfair bias, accessibility and universal design, and stakeholder participation;
6. societal and environmental wellbeing – including sustainability and environmental friendliness, social impact, society and democracy;
7. accountability – including auditability, minimisation and reporting of negative impact, trade-offs and redress\textsuperscript{110}.

These requirements apply differently to each group of stakeholders, i.e., to developers, deployers, end-users and the wider society. Given the points outlined in the previous sections of this paper, the inclusion of RBAs as end-users and part of the wider society group in this list of stakeholders is fairly straightforward. The same holds for the idea of RBAs as participants and partners in debates over ethics, values and principles for AI. This alone makes them key actors since, according to the Ethics Guidelines, all stakeholders should be “involved throughout the AI system’s life cycle” and need to be “aware of and trained in trustworthy AI”\textsuperscript{111}.

At the same time, as will be discussed in section 4.2, RBAs can also be key partners in making sure that “end-users and the broader society” are “informed about these requirements and able to request that they are upheld”\textsuperscript{112}. In fact, there is evidence that some RBAs are already engaging in the provision of formal and informal education on AI technologies and ethics, including for vulnerable and marginalised groups, in awareness-raising initiatives on key AI-related issues such as privacy protection and automated warfare, as well as in policy-making processes for AI regulation (see section 3.1). This suggests that two-way literacy processes – i.e., knowledge sharing between RBAs and other stakeholders, on AI-related technical, regulatory and ethical issues – can be key to fostering human-centric, trustworthy AI. In this context, we therefore see the combination of literacy on religion or belief and digital literacy as crucial.

Some RBAs can also be considered “deployers” and, more generally, agents of AI technologies in their different phases, from design to application. The Ethics Guidelines define deployers as “public or private organisations that use AI systems within their business processes and to offer products and services to others”\textsuperscript{113}. As illustrated in detail in section 3.2, through their individual members and/or communities, RBAs actively design, adopt, adapt, interpret, shape, use and develop AI technologies in multiple ways\textsuperscript{114}, including the provision of specific services and products. The identification of RBAs not only as “end users” and members of the “wider society”, but also as agents within AI life-cycle, from design to application, has significant implications on the type of involvement that they can have in what the EU High-Level Expert Group calls “realising trustworthy AI.” In particular, it means that, if they are involved in these activities, they should engage in assessment processes to achieve trustworthy AI, as outlined by
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the High-Level Expert Group’s “Assessment List for Trustworthy Artificial Intelligence (ALTAI) for self-assessment”\textsuperscript{115} and, in general, by the EU’s proposed regulation on AI\textsuperscript{116}. In fact, as envisaged by the High-Level Expert Group, “deployers” of AI technologies should “ensure that the systems they use and the products and services they offer meet the requirements”\textsuperscript{117} for trustworthy AI. As we will see in the following section, this may also be expected to lead to RBAs’ taking on an active part in building an ecosystem of AI excellence.

One important issue in connection with AI-related education and training regards the question of how to deal with shortcomings in transparency. Recent research suggests that, on its own, increasing the technological transparency of AI-systems and data sets is not sufficient to mitigate data-related risks\textsuperscript{118}. Indeed, transparency has to be complemented by assistance in the form of education and training for non-expert users to effectively allow them to understand and ‘make sense of’ digital processes which, by technological standards, may well be transparent for experts. The educational and awareness-raising initiatives of RBAs can contribute to achieving this goal.

4.2 Religious or Belief Actors’ Role in Building an Ecosystem of Excellence

As mentioned in section 3.1, RBAs have often been described as key partners in wider sustainable development work as they enjoy trust in their communities and exert considerable influence on the wider society. This feature can be key to working towards building an ecosystem of trust in AI, in the EU framework and beyond. In fact, if they choose to adhere to the requirements outlined in section 4.1, RBAs can act as mediators between developers, deployers, (inter)governmental institutions and local communities. They can do so through educational and awareness-raising initiatives, as well as through activities aimed at including marginalised groups and tackling biases and discrimination in AI technologies. This in turn would foster responsibility and ownership among local communities and religious and belief communities themselves. Examples of these types of engagement are the Church of Scotland’s “AI Report”\textsuperscript{119}, Evangelische
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Kirche Deutschland’s modules for AI education in schools\(^{120}\), Skillspire’s training activities for minority groups to foster diversity in the tech industry\(^{121}\), and the blogger workshops on hate speech organised by Wir Sind Paten, an initiative connected to the Central Council of Muslims of Germany\(^{122}\). Also significant is the teaching programme of The American Humanist Association named “Humanism and Artificial Intelligence”\(^{123}\).

One important issue in connection with AI-related education and training regards the question of how to deal with shortcomings in transparency. Recent research suggests that, on its own, increasing the technological transparency of AI-systems and data sets is not sufficient to mitigate data-related risks. Indeed, transparency has to be complemented by assistance in the form of education and training for non-expert users to effectively allow them to understand and ‘make sense of’ digital processes which, by technological standards, may well be transparent for experts. The educational and awareness-raising initiatives of RBAs can contribute to achieving this goal\(^{124}\).

Furthermore, RBAs can play important roles in debates around the idea that AI technology should be “developed in a way that puts people at its centre and is thus worthy of the public’s trust”. As envisaged by the EU Communication “Building Trust in Human-Centric AI”, such technologies have to be “consistent with the law” and “adhere to ethical principles” so as to “ensure that their implementations avoid unintended harm”\(^{125}\). In fact, RBAs can offer important insights based on their own value-systems and worldviews, as in the case of the “Vienna Manifesto for Digital Humanism”\(^{126}\), the “Rome Call for AI Ethics”\(^{127}\), and other advocacy and policy-making activities. Moreover, RBAs can push regulatory bodies and other stakeholders to question their understanding of “ethical principles” and “harm”, according to the different sensitivities deriving from their traditions.

Although the EU framework calls for end-users and the wider society to be involved throughout AI systems’ life cycles, when describing the goal of building an ecosystem of excellence and the steps that the EU is planning to take in order to achieve it, civil
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society actors are rarely mentioned. However, there are many ways in which civil society actors in general, and RBAs in particular, could make important contributions not only in the domain of trust, but also to excellence in AI. For instance, as we have seen in section 3.2, they can mobilise resources for research and development of innovative AI-based solutions in partnership with other non-governmental actors and private businesses, as in the case on Finn Church Aid’s planned use of blockchain technologies in development and humanitarian work, Islamic Relief’s engagement in using digital technologies to support people with disabilities, and the several hackathons promoted by RBAs. A clear sign in this direction is the recent conference “Communication for Social Justice in a Digital Age” organised by the World Council of Churches and the World Association for Christian Communication, which explored current and future applications of AI and other digital technologies to promote social justice. Moreover, initiatives such as the Talmud and the Bible Project, which aim at preserving and making available religious or belief communities’ cultural and religious heritage, can arguably also be considered contributions to building an ecosystem of excellence. This, in our view, is in line with what the EU framework calls “fostering AI as a force for good”, and with the claim that “the use of AI systems can have a significant role in achieving the Sustainable Development Goals, and in supporting the democratic process and social rights”. We are suggesting here that through their organised participation in research and innovation, and the AI business, as well as through individual researchers, entrepreneurs and investors, RBAs can offer insights and avenues for collaboration within the excellence framework, which might help expand and enhance the very meaning and scope of the concept of excellence in AI technologies.

To summarise, this and the previous sub-sections have sought to make the case for RBAs to assert themselves and be recognised by governments and AI actors in general as legitimate and key stakeholders in processes of design, development, deployment, regulation and reflection on AI technologies and their implications. Given the examples that we have provided, it is apparent that there are opportunities for different stakeholders, including (inter)governmental actors, businesses, and civil society organisations, to establish and foster partnerships and collaborations with RBAs in this field. These collaborations would contribute to fostering and improving ecosystems of trust and excellence in AI. In this context, as highlighted in section 3, RBAs should be acknowledged and act as legitimate civil society partners, thus sharing both opportunities and responsibilities deriving from their involvement in these processes. A necessary condition for this to happen is that RBAs themselves take stock of their multifarious engagements with AI technologies and acknowledge that advocacy for AI ethics is only one out of many ways in which they can and do interact with the field of AI.

The final section of the paper provides a set of recommendations aimed at fostering the engagement and agency of RBA.
RECOMMENDATIONS

The following recommendations are addressed to RBAs, policy-makers and researchers in the fields of AI and religion. They summarise our take on the manifold interactions of RBAs with AI technologies and can contribute to guiding future interactions in societally beneficial ways.

Religious or Belief Actors in AI-related Policy-Making

1. In line with a multi-stakeholder and whole-of-society approach, decision makers designing national and international policy-making processes on AI should enhance existing and/or establish new consultation channels with RBAs.

2. So as to do justice to the diversity of religious or belief communities, consultations with RBAs should not be limited to high-level leaders, institutionalised actors and formal organisations, but also involve minority actors, women, LGBTQ+ persons and youth within the respective communities.

3. Collaboration among different RBAs and between RBAs and other stakeholders, both governmental and non-governmental, should be strengthened with the aim of enhancing policies and advocacy on the ethics and governance of AI, in particular with regard to the protection of sensitive data and the prevention of bias and discrimination.

4. However, drawing upon significant experience in deploying (and sometimes designing and developing) AI-involving technologies, diverse RBAs should be heard not only regarding their assessments of the ethical implications of AI, but also as stakeholders in, and contributors to, the AI innovation life cycle.

Religious literacy and literacy on AI

5. In working towards fairer (less-biased) and more trustworthy AI technologies that serve the needs of communities around the globe, governmental and non-governmental actors should promote initiatives aimed at enhancing both religious and non-religious literacy and awareness of religious diversity among policy-makers, AI developers, businesses and other stakeholders.

6. Conversely, AI-literacy among RBAs should be fostered because RBAs might use AI-involving technologies without being fully aware of the opportunities such technologies offer or the risks they pose, in particular with regard to surveillance and privacy.

7. RBAs should acknowledge that their interactions with AI-technologies often go well beyond ethics and human rights advocacy. Fostering AI-literacy among RBAs
will thus have to include promoting processes of critical reflection upon, and taking stock of, RBAs’ diverse involvements with AI technologies, from the use of social media to investments in AI stocks.

8. Within their possibilities, RBAs should consider taking on the responsibility to act as (formal or informal) educators on AI in their communities, promoting the responsible use of digital technologies and raising awareness of the ethical and social implications of AI according to shared values of freedom, dignity, equality and respect.

Research and knowledge production on AI

9. Strengthening the evidence base on RBAs’ engagements can contribute to shaping future AI research, development and deployment in beneficial, responsible and trustworthy ways. Given the complexity of evolving digital technologies and their impact on societies, multi-, trans- and interdisciplinary methodologies should be pursued in studying (non)-religion and AI.

10. Researchers in AI, Religious Studies, non-religion studies, Science and Technology Studies, Sociology and Innovation Studies should partner in their future work in order to address a series of so far under-researched issues, including but not limited to
- RBAs’ use of AI-involving technologies;
- RBAs-related (mis)use of data-driven surveillance mechanisms;
- RBAs’ contributions (and resistance) to the design, development and implementation of trustworthy AI;
- AI-related collaborations and partnerships among RBAs as well as between RBAs and other civil society actors;
- RBAs-related implications of AI for different areas of sustainable development such as health, child protection, economy and social cohesion;
- data-driven approaches to studying religion and belief;
- religious and non-religious biases in the training samples.
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